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1. Introduction

Information security is a critical aspect of security operations, especially for small and 

medium sized enterprises who may have limited security budgets and personnel for data and 

Cyber security (Bhaharin et al., 2019;  Kovaite & Stankeviciene, 2019). One important but often 

overlooked aspect of information security is social engineering (SE), which focuses on the 

manipulation of human psychological factors rather than network or system vulnerabilities for 

sensitive data extraction (Cains et al., 2015). 

A majority of Cyber security breaches committed against UK businesses recorded in 2023 

were SE attacks, at least 20% higher than any other attack type (Figure 1; Ell & Johns, 2023). This 

paper thus intends to discuss three human factors which can contribute to successful SE attacks, 

concentrating on low-level attack psychology, common characteristics, and possible outcomes to 

bring attention to possible gaps in organizational security measures.
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Figure 1: Rate of Cyber Attacks 2023



2. Low-Level Attack Psychology

The human psyche can be exploited in various ways to obtain sensitive information and 

influence behaviour. Though individuals respond to psychological factors differently, those in 

similar roles often have similar responses to SE exploits. Unauthorised Access (Allsopp, 2009) lists 

the fundamentals of ‘guerilla psychology’ which “plays on states of mind in order to” (53) complete

an SE attack (Table 1). 

In addition, malicious actors can employ ‘tactical approaches’ during interaction which play 

on low-level psychological factors to “speed up the process” (ibid: 61) of the SE attack (Table 2). 

Any of these low-level factors and approaches can be exploited alongside high-level factors 

(Section 3) for successful manipulation. 

Table 1: Low-level Psychological Factors to Exploit
Exploit Vulnerability

Trust People trust others unless having a specific reason not to

Gullibility Subjective claims are susceptible to manipulation

Greed This is a fundamental human drive

Group mind People are more likely to believe what their peers do

Desire to help People are expected to be helpful toward colleagues

Desire to be liked This is a fundamental human drive

Table 2: Tactical Approaches
Tactic Utility

Impatience Can sabotage judgment capabilities of the target

Politeness Can put the target at ease

Inducing fear Can impact the reasoning capabilities of the target

Faking supplication Can inspire the target to placate 

Faking authority Can imply potential loss of employment

Ingratiation/deference Can imply the superiority of the target

3



3. High-Level Human Factors

3.1 Lack of Knowledge and Memory Failure

Recognition of a website’s authenticity is routinely left to the individual to parse and verify 

(CERT, 2014). Unintentional Insider Threats (UITs), potential marks working for targeted 

organizations, often rely on the expertise of features, professional look and feel, and positive 

assessment of a website’s credentials to discern its credibility (CERT, 2014; Sharek et al., 2008). 

Unfortunately, users often have a suboptimal understanding of how these factors can be 

manipulated by malicious actors (Erkkila, 2011). Dhamija et al.’s (2006) study of phishing websites 

found that:

 “Good phishing websites fooled 90% of participants” (ibid: 581)

 Popup warnings about potential fraud were ineffective
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Figure 2: Man-in-the-Middle Attack



 Education, age, sex, and computer experience showed no correlation to potential phishing 

vulnerability

As a result, if users are trusting and/or gullible and the website appears authentic, malicious actors

could gain access to sensitive information through a Man-in-the-Middle attack (Figure 2; CERT, 

2014).

3.2 Faulty Reasoning and Judgment

Phishing emails can be successful SE vehicles, as cognitive biases around attention show 

that recipients judge emails on content rather than cues for authenticity. Informative emails are a 

common example; UITs consider them safe even if they redirect to a website that requests 
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Figure 3: Phishing Email Attack



credentials or other information (CERT, 2014).  The appearance of authority is a reliable tactic to 

convince UITs that such an email link is safe. Butavicius et al. (2015) found that even with explicit 

instructions to avoid bogus email links, users were unable to distinguish between real and fake 

links “when the email contained reference to an authority figure” (7). Thus, fabricating authority 

may induce fear or the desire to be liked or helpful, and compel a UIT to disregard security policies 

and click a link provided by a suspicious email (Figure 3; Hadnagy, 2018). 

3.3 Casual Values and Attitudes about Compliance

UITs’ attitudes towards compliance with security policies can be traced back to pre-existing 

beliefs (CERT, 2014), and though a company may implement security policies to prevent SE attacks,

UITs’ adherence often depends on their “motivation to conform” (Lee et al., 2021: 2). The threat of
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Figure 4: Physical Artifact Attack



sanctions are not found to be “an effective motivator” (Carter et al., 2012: 14) for those with a 

desire to be liked, a desire to help, or who do not take the threat of sanctions seriously. 

Interestingly, rewards for compliance are also not significant motivators if non-compliance is 

perceived as more beneficial (Barki & Khatib, 2021).

Such attitudes could manifest in SE attacks that would otherwise be unusual. One example 

is a UIT receiving a rogue disk from a malicious actor. If the disk has a sufficient disguise and the 

UIT is sufficiently motivated, either by greed, trust, or indifference, the company network could be 

compromised (Figure 4; Esmail, 2015; UIC, 2021). 

4. Conclusion

Social engineering is a popular and effective form of Cyber attack, though it is often 

overlooked as an aspect of information security. Three high-level human factors along with low-

level psychological factors and tactical approaches have been discussed with a concentration on 

common characteristics and possible outcomes to bring attention to possible gaps in organizational

security measures.
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